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nyone contemplanng the desagn of a-faciloy oday will most ikely Pase

decas fuand one o rivo basebuilding blocks, Untl recensly the rouget

I n the dormeritone af moar facileees” desygns, Today, she video setver

has evalvedas a poipewhere it has become the centerpiece of matiy new

insga|larfons, Northat the router 15 no longer 2 central prece o infrastrg
tare, but the servlr has matirel o the point where it makes sense o orgadize a facility’s
workfloweatound it The video server and the router are often dghtly ingerowined with one
.IItI_I:l'lI:.' |:||I|_|1_ '|'||_ TERTIneE -:. 1 [l | |||"u_l|-||||.|||. '.l.r.|pn. AT TIII.' SETYEF Or &7 Of S8rYCeTs.
The router 15 often controlled by the same system that has compfand of the server.
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VIDEQ
SERVERS

Mumerous technologies have made
today’s multimedia server possible,
mdm.updpmﬂmbrdtm
pression and microprocessoe/DSP indus-
tries as well as disk drives with gready
increased data densiry. Muoch of the
progress in that area is due to the break-
throughs in readéwrite head technology.
Dirive vendors have abso utilized DSP 1o
support the head design breakthroughs.

Server applications

Like digital television, servers are dif-
ferent things to different people. Serv-
ers can be used as simple VTR replace-
ments, These are generally known as
Digital Disk Recorders (DDRs). Most
mimic WTRs from both an operational
and interface standpoint. Many have
R5-422 interfaces that e common VTR
protocols. These systerns work well for
material that muse be played out repea-
edly as well as for time shift applications.

From simple VTR cha-
mebeons, many DDRs mor-
ph into more ambitious
creatures. DDRs can pro-
duce multiple playout
streams. Whike some have
internal storage, many
have exvermal in-
cluding RAIDs. You'll find
DDRs that have 5CSI, Fi-
bre Channel and Ethernet
lineation between the DDR
and the full-blown server
i indscernible. Systems
that store and manage com-

system. Generally large higher-capacity
DDRs that have client DDRs are prop-
erly referred to as a server.

The very term video server is rapidly
becoming obsolete, First, they not only
deliver video but also audio. Some can
Ihuh:nu:k'm act as still stores. Addi-

Iy, 2 number of vendors have file trans-
fer and sharing protocols that allow not
only the sharing of video/audio buat
data about that video/audio, or
mietadata. These protocols break the file
into objects that can be manipuolated
indrvidually, Obpects can be split up and
operated on at different workstations
simultaneously. With the coming of
MFEG-4, this evolution will continue,
MPEG-4 also breaks video scenss and
audio passages into objects. No longer
is compression based solely on spatial
and remporal relationships, Instead, the
baseband scene is considered a colbec-
tion of objects. Objects could be a talk-
ing head, the background wall, a char,
eic. Most objects in & scene will sl
have spatial and temporal compression

-

subsystem is the gavckeeper to the actu-
al storage system, which is usually some
form of RAID (array). Contralling the
storage control bn.-x. and usually the

Some systems have enough separaie
control tasks and user applications oc-
curting simubtancously that multple
networked PCs are required. Connec-
non between the PC and storage con-
trol can be anything from Exhernet mo
R5-411. Connection berween the stor-
age control and the RAID array may be
SCSL, but Fibre Channel is gaining fa-
vor. If Fibre Channel is used, verify thar
it goes all the way to the drives. In many
older designs, the actual connection o
the drives was done with SCSL
Although some servers can handle
uncompressed videostreams, most ap-
ply either [FEG or MPEG compresiion
schemes into and decompression out of
the server. Besides the fact thar uncom-
pressed video consumes great amounts
of disk space, it also consumes inter-
nal server bandwidth, and storage
systems can only write to and read
from the disk at a finite rave.
Several things define the
bandwidth or throughput
of 2 server system. The first
is the compression ratio.
JPEG is saill widely used as
it allows for editing on ev-
ery frame. Every JPEG
frame is, in essence, an
MPEG-1 frame. However,

most gervers today use

mercial and news story in-
ventorics are gencrally
thought of as servers, bur
SCTVET SYSIEMS CAN COfkist
of a combination af DDFs and one or
mare servers to form large systems. This
is the case with a number of vendors who
affer news and enterprise servers.

To some users the DDR is a server.
Most standalone DDRs being used for
commercial spot playback are referred
to by their owners as servers, A DDR
wsed in an edit bay is most likely re-
ferred to as a nonlinear editor. But that
DDR could be a part of a larger server
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Figurs 1. Depanding on Tacility workfiow, 8 large ssnoer aystem could
b dibvided Indo subsyshems, lor axamples soguisitien, production and
playouttransmission.

performed on them, but that compres-
s1on will be done without reference o
the other objects. At the receiving end
these objects will be re-associated and

layered back together.
Server architecture
Within most scrvers, the encoding/
decoding subsystems aften occupy the

same card or box. Each pair is usually
called a channel. The storage contral
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multancously. Many sys-
tems let you select the trade off o be
made berween compression (video qual-
ity) and the number of simultancous
Vs,

In most systems, server O ends up
being time multiplexed for cransmis-
ston 10 and from che storage system.
Internally, video must be moved ar fast-
er than real time. RAID arrays allow
throughput higher than individual
drives, but as drives are added to an



array, 4 pomt of diminishing requms is
reacked. RAID throughput using SC51
often mues our around 25MBSs. Cur-
rently, one of the most common sysiems
is to use multiple RAIDs into one large
server storage system via Fibre Chan-
nel. The RAID scheme ties up some
bandwidth, but internal server band-
width can be J0MBS, with some sys-
tems offering greater than S0MB/s.
Orverall throughout can be limdted by
-a number of factors. Most disk interfac-
s have transmission overhead. SCSI
has a 20 percent overhead, One fifth of
the bytes sent over a SC31 bus are for
handshaking and control. Fibre Char-
nel has its own overhead requirements
and uses eight-bit'10-bit channel cod-
ing which shrinks throoghput by 25
percent. This 5 among the reasons why
Gigabir Fibre Channel seldom has acro-
al throughpur higher than 400Mhbf's.

Formatting For storaga

Many servers still accept NS0 video,
but most immediately convert the video
inoo one of the digital component foz-
mars. Unce in the digital component
domain, many systems will reduce the
amount of compression needed by sub-
sampling the chroma, 4:1:2 digital vid-
eoundersamples chroma by one half vs,
the luminance. However, this subsam-
pling is anly in the honeontal direction,
To further reduce bit rates, some servers
also undersample chroma wvertically
(4:2:0), reducing the active video bit
rate by 25 percent. To save on band-
width and disk srorage most servers
oaly record the active video portions of
the signal. 4:1:2 has 207 4Mbfs of ac-
tive video data while 4:2:0 recluces that
rate to 155 5Mbfs.

Once chroma subsampling has tsken
place, compression is usually performed.
The three main compression standards
all use DCT, which converts video sam-
ples in the dme or spatial domain o the
frequency domain. The resulting fre-
quency components can be scaled using
scaling coefficients. The value of these
coefficients effectively determines the
amoant of compresion, Small values
can be thrown away, making the com-
pression lossy.

The next step is to order the coeffi-
cients 5o that bossless processes such as
run lengrh and Hoffman coding can be
applied, further reducing the bir rare.
This is essentially what JFEG does and

what MPEG does when it prodoces (1
frames. [FEG-type compresion: op fo
4:1 s considered essentinlly. rranspar-
ent. Video out of the server looks the
same as video o the server: Compres-
sion ratios of §:1 o even 10:1 compare
with the best analog studio ViRa ata

single generation. At 101 compressvon,
the data: rate = 20.TMbfs for 4:k:2

The Hewleti-Packand MedisSiraam installed
Broadcast Canler. Tha server s controled

chanrmels,

viden, and 15.6Mb5 for 4:2:0. MPEC
takes this process one step farcher by
adding temporal compression tothe spa-
tial compression thar [PEG emploved.
Some lower-end systems store the vid-
0 a8 GIF, TIFF, or EPS. Some organize
JPEG or MFEG data into larger file
structures such as AVL, QuuickTime or
OMF file systems. Some. systems trea
each clip @ a separate file, whale some
systems create 4 single large fle thar
holds all clips. The latter method isused
for a couple of reasons. The first i that
S0ME SYStems are nrg;:ﬂztddl_rlm a
J:g.icfmpmgmn style,
This approach has all RAIDs rreated as
one virtual dove. Timecode values are
assigned to the entire disk storape area.
The tmecode o broken down into
blocks with lengths sach as 10 or 15
seconds, A one second clip consumes an
entire bock, Thes approach elmanares
clip or program fragmentation, but
enough consecutive free blocks must be
available ro scoommodace a new clip
being inserted into a vacated area, The
second reason this approach is uied is
that it allows a simpler file srructuse.
Video and audio are easier 1o synchro-
nize. Because the fike s not fragmented,
average disk seek time 15 redoced resuals-
ing im a higher system throughput.
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Whereas VES SELIA Crans-
fer rates !-:E: ‘with reads of
random _ ulﬂf 1K longr transéer
ratesof B can be realized with 64K.-
long seq ; réads; Bven if the
readcycle Black' longsasta ned

tramfe! rates nhover IMbs would be
wrthieby 1f s the - blocks where randomly
read, Regardleg of the il formar used,

Fabruary, 1850 st DirecTV's Los Angales
» Drake automation system and has 200

many systms e external PC workssa-
o maintae & ditdhiate for manag-

£ile Sy o the RAID. I this
da.ﬁ'lnt Wl & fdrrupeed, program-
ming could be ks, Becavse of this, many

svsteins aid isers make vse of a seoond
RAID system oo hold the file dacabase.
Control systems

Large srver systens can require fairly
elaborare methods for controlling the
eivtife process sl servees ' ussally
have a PC or-workstation that comrols
encoding/docoding  parameters, file

chores, and the operator/

Inus‘r,-r incerim Many mer inrerfaces

provide the illpsion thar the server sys-
renis cesenitia v hank of VTR Larg-
e syl can havesother - assers 1o
mansgy aodensy have molriple servers
oo break wp thel workload, and to orga-
nifue. che workflows Numearous roumer
lewels can bestsed po vie ohese servers
mgether, Widen, lasdio; dmeoode. and
even machine conerbl routers are Often
emploved'so integrace muliple servers
and ethiting wocksmaoons im0 a singhe
syt Besides controllng video and
slio paths, msoy srvers rely on more
than one: nererk topology. Some use
Fiber Clhanael for ransfer of video/
audio bevweoen servers, while using Eth-



VIDEO
SERVERS

emet for control purposes. Ethernet
can alse be wsed for sending the meta-
data that describes a clip.

Workflow

Large sexver systems are often divided
into three subsystems bused on facility
wockflow (see Figure 1), The first phase
is the gathering or acquisition of pro-
gram material Material is recorded with
metadata being added, either automar-
ically or manually by an operator. The
metadata is rypically stored in a dara-
base that i common to the entire sys-
tem and not just the acquisi-
tion serves Acquisition serv-
ers typically have equal or
even greater inpet than out-
put capability. Bandwidth
management wsually gives
the input greater prionty
than the output to ensure
live incoming material is not
interrupted. Clients request-
ing material from d:ticqm— -
sition server might experi- e
ence anything from Euur
than-real-time
to much dower than real
time depending on the band-
width needed for input. Cli-
ents requesting matenal
from the scquisition server

The production subsystem
is where the stories are edit-
ed. There are several unique-
ly different approaches 1w this phase.
O uses shadow servers. Shadow serv-
ers recond everything the soquisition
server sees ncoming, bot at a muoch
higher compression rate. These greaty
redtaced bat rate images are thensent via
the LAN to elient workstanions request-
ing the marerial. The videofaudio qual-
ity it good enough fior the editor ar the
workstation to generate an EDL de-
ecribing scene outs and effects. When
ehe eclitor i done, the control system uses
the EDIL eo play the material our of the

server bo the tranomiscion or

Boquisition
playout server in the appropriate order.

The finished picce can be moved at a rate
determined by dhe available bandwadth,
Another method is 1o have a diewt work -
station dircctly manipulare the acquisi-
tion scrver to view high-guality video
and audio. The bocal workstaton still
buikds an EDL, and the finished picee is
moved to the transmission servee How-
ever, the most common method of edic-
ing in large systems is via online editing,
In this scenanio, the cliens workstation
requests a copy of the acquired video/
audio then generates a finished story and
ships the piece to the transmission server,
In most cases, these workstations are
Transmission serversare typically sym-
metrical copies of the acquisition serv-

ez They give peiority to playout rather

than incoming feeds from production

It TH etk
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tem™ can be bullt to replace or supplement traditional

chients ar the scquisition server. Tomake
these three subsysems work together
efficiently, a layer of control is needed
o manage these subsystems.

Server storage
Imdlrvichia] servers corsist af 3 nom ber el
subcomponents, Disk storage & wsally
an extermal device. Almiost all sorage
means 3 stand-alone RAID of some type.
Uil recently, imternal PC buses were
mot up to moving, the data required for
video applications internally throegh a
eomputer of workeamnon, Today, even
kigher throughpats, that bandwidth must

96 Broadcast Engincering My 1399

-

i [
-
(1]

ers that seem to hous: video/audio storage
intemnal to the box esually have scparace
storage Forthe PO use and the videnfsudio
data, To got 1D 10 and from the inscrnal
viden/aisdio BAID, over the top architec-
e are often wad. In thoe systems,
peripheral cards plugged o te PC's
expaision shuts use a scparate bus to move
data from VO w swmge, Most video
server systermns have stand-alone encoders/
decodens thar call straight 1o the storage
conorol system, which in mam talks m the
actual sorage subsystem. Several meth-
ods are currently in use.

Today, Fibre Chaneel 15 a common
method ofcommunicating with the stor-
age sub-system. The physical layer can
be either coax or fiber There are two
Fibre Channel (FC) topolo-
gies: the arbitrated loop (AL)
and the switched channel {5)
(See Figure ), The arbitrat-
ed loop is akin to a whken
ring LAN approach. Ar any
given time one devics has the
loop to send data to another
device. When the ring is free,
devices arbitrate to use the
loop. There is a set of rules as
1o who wins the right to use
the loop. As with most things
in life some devices play by
the rules while some don't.
With FC-AL, the loop band-
widlth is shared by all devices
| on the bus. Switched Fiber
| Channel (FC-5) uses a switch,
| much like 3 router in televi-

SN, 0 stup Cconnechivity
from one device to another.
reating A1 any given ome one device
talks to another device, and

the two dewices have all the available
bandwideh to communicare. The
throughpit is hgher bt the system
needs expenaive switching hardware to
make this work. 1 noking physically ar
the boxes involved in o Fibre Channel
installstion won't usually tell vou which
topology i in use, Many FC-AL instal-
lations have every FC node connecied
to & concentrator that provides what
appears to be o star topology, but, in
reality, the loop is decrrically preserved.
The concentrater isused to shurt around
FC devices that fail, thus preserving a
closed loop, For storage applicanions,
FC may be used to camry 5C51 com-




mands. It can be thought of as a serial
implementation of SCS1. The SCScom-
mands and dats are wrapped in FC
packers. Except for managing the trans-
port and flow of FC packets, FC has no
command device control language of
it's own. FC can also be used to carry
TCPAR packets and thus can be used as
a LAM. There are server systems that
use FC in both configuranions,

55A is a poini-to-point store-and-for-
ward technology developed and mainly
used by IBM in their drives. 55A allows
strings of artached peripherals to transfer
data srmultanecusly between sach other
and vo a host. 55A uses n dual-ring topol-
ogy for redundancy if one ring fails, Each
noxde or device om the 55A ning has four
ports, twio for each ring. Both rings allow
for #0MBs through a node. S5A also
wsually carries SCSI protocol.

Abo known as Firewire, P139%4 is in-
tended as a storage and peripheral link-
ing topology. If also can carry 5C51
commands. This is known as Serial Bus
Frotocol, There are already camcord-
ers, CO-ROM drives, and hard drives
that have P13%4 interfaces. This means
that video can be off-loaded from the
camera to hard disk with no interven-
tion from a PC. Currently P1394 rums
at 200Mbis, bur much higher speeds
are on the way. The P1394 cable con-
gists of two copper pairs, one for data
and clocking, the other for power. Al-
Il'muﬁh cable between nudﬂ. has ]'.El.'l'l
hrited to 4.5m, that ot & alss beng
sddressed, as are Bsues regarding cable/
connectors. P1I% divides its ome be-
rween bwo modes, one geared o sending
data, the other to shipping video/audio.
The data mode is asynchronous where
ot device sends dara v anogher node.
About 20 percent of P1394 bandwideh is
devored o this oppormemistic eranster of
diara. The rest of the bandwidth is vsed ro
send videofaudio, Mo handshaking or
flow control is used, One device simply
sends the video/asdio data isochronous-
Iy o any and all devices mferested, Mo
devices acknowledge its receipt and these
i5 N0 dala FetranEmssEn,

FIM has a token ring structure with
fiber usually used instead of copper. It
allows large area nerworks with hun-
dreéds of stations or nodes. Like 554,
FD allows for a second redundant
ring. Interestingly, FDDI has an soch-
ronows mode like P1394 for the deter-
ministic transfer of data such as video,

SDTI uses the same data formar as
SMFPTE 259M exceps thar video data is
teplaced with MPEG data. The TRS
signals, SAY and EAV are sent as usual.
Instead of 10-hit words, the pavioad is
eight-bat bytes. The other two bits are
used to ensure that data values reserved
for anly TRS signals are nof sent, The
ancillary daca space berween the EAV
and SAV signals contains dars formar
informaton and error checking. 5DT1
alen has a destination address sent in the
ancillary space so SDTI devices down-
wream know whom the data is intended
for, There are a number of manunfactar
ers that use thas as @ mezzanine comipres
sion layer. Because it has proper TRS
signals, 5D digical component dewices
pass the signal with no problems as long

Except for managing the
transport and flow of FC
packets, FC has no
command device control
language of it’s own,

a8 they do pot process the Betve viden,
As such, producion switchers and proe
armps ave off [imite. The data pattern can
even be displaved on a SDI monitor, A
l\:l.'l'l.l'PlE -u-'l:l}'drlm wse SDT] between the
encodersidecoders and the RAID,
HIPPI s the High Performance Paral

lel Interface. It is a high-speed pomt-to-
point connection fechnology that oper-
ates at BOOMb's or 1600MbfSs over
cables 25m or less. It uses 4B-wide data
rransfers and as such, has cocks of
258 Hz or S0MHe, Like SCSI, it allows
ope connection at a time. HIPPI has nog
found wse in relevision as a storage
connection, but some devices such as
telecings are using this to transmit video
data to computer workstations,

RAIDS

RAID makes moday’s server possible.
The acromym RAID &5 said o mean
cither Bedundant Array of Indepen-
dent Drives or Redundant Array of
Inexpensive Dinves. The concept of the
RAID array was developed atthe Univer-
sity of California-Berkeleyin 1987, RAID
arrays can provide protection against
data boss caused by a sngle drive failure.
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Thas s done by penerating extra data
{ivpically panty info) that & stored and
used to regenerate lost data if necessary,
The various schemes are commonly re-
ferred o as RAID levels, The various
RAID schemes offer various levels of
data bandwidch and protection. RAIDs
can become quite large and expensive.
Commercial RAIDs containing as many
as 192 drives, offering 4TB of storage,
areavailablie and costwell over S500,000.

Today, most RAIDs provide a means
of rebuilding the RAID ondine once the
failed drive is replaced, Depending on
size of the array, most can be rebuilt in
a few hours offline. Online background
rebuilding can take much longer, de-
pending on usage. Some FAIDs can be
unforgiving with operational mistakes.
O some if you take a drive offline, the
only way o pur if back in service is 1o
perform a rebuild of that drive. Also
should be moted that if for some reason
yiou take a drive affline to pull it from
the array, it can take 30 seconds for it to
spincompletely down and park s heads,

Drives now have spindle RPMs gener-
ally above Tk, Some new ones are mov-
ing inta the 10k range. These units
generate considerable hear. Many
RAIDs have backup fans to ensure ad-
equate cooling in the event of a fan
failure. Cooling fans, being mechanical
creatures (just like the drives them-
gebves), will evenrually Fail, it's jusr 5
faatter of when, Mo BATDs Fin.'u.'idt
over I!c-mp:rn.tnrr |:rlr]i|:al:im1:, -ll'lfben
more than one waring, One as a warn-
ing and the second for automatic shut-
down, but server vendors may overnde
the over remperanare shutdown, Dinives
running hower than 50% C are undergo-
ing an unwanted siress test. An interest-
ing subtlety in some RAIDs is that the
internal $CS1 bus is often activity termi-
nated by the last drive in the chain, If
thiat is the case you will disewpr acriviries
of all drives in that chain if the end drive
1% turmed off or removed.

Servers are one of the most obvious
examples that the computer and eelevi-
sion industries are indeed converging.
Besides grasping the new technobogy re-
guired o understand and manipulate
digital video, roday’s television engineers
need vo come up to speed on the comput-
er inchustries methods of PrOCEssng, oon-
trofling and stonng television data, B

Jim Bostom 15 aw empineer @ KICU-TV, S
nar, A,



